BIAC Data Security Overview for NetApp A800 Storage and Compute Cluster
1. Introduction
This document outlines the data security architecture, access controls, and operational safeguards implemented for the NetApp A800 storage cluster housed within the Duke University Health System environment. The system is designed to support protected information (PI) storage while ensuring compliance with internal security policies, least‑privilege access controls, and regulatory requirements.

2. System Location and Network Security
2.1 Physical Location
The NetApp A800 and BIAC compute cluster are physically located in the Fitzpatrick East Data Center, a secured facility with restricted physical access controls and centralized environmental and power management.
2.2 Network Security
The infrastructure resides behind the Medical Center Firewall, ensuring:
· Segmented access from general campus networks
· Explicit firewall rules from specific non-DHE networks
· Traffic inspection and filtering
· Enforcement of Duke Health network security policies
· Reduced external attack surface through isolation
· Private VLAN between compute and storage
All access to the system occurs only through secured Medical Center network paths and firewalls.

3. Access Control Architecture
3.1 Least Privilege Model
Access to the environment follows a strict least‑privilege methodology:
· Permissions are granted only at the minimum necessary scope.
· Access is assigned at the share, folder, or research‑group level.
· Scheduled access reviews maintain alignment with compliance requirements.
3.2 Partitioning into PI Shares
The storage cluster is logically divided into PI (Principal Investigator) shares, each independently isolated.
Each share:
· Is individually permissioned
· Serves specific research
· Restricts cross‑group visibility and data exposure
3.3 Experiment Group Segmentation
Within each PI share, experiment‑specific Active Directory groups are used to isolate project‑level access. This ensures:
· Research teams can access only their authorized project data
· PI/PHI data separation is maintained
3.4 Integration with Duke Medical Active Directory
All authorization and authentication use Duke Heath AD, providing:
· Centralized identity management
· Group‑based permission enforcement
· Comprehensive access logging
· Standards‑aligned identity governance
3.5 Account Governance: DHE Access and PI‑Sponsored BIAC Access
Access provisioning includes:
· DHE (Duke Health Enterprise) access controls, ensuring enterprise‑wide policy compliance.
· PI‑sponsored access to BIAC shares, allowing Principal Investigators to authorize members of their research teams for specific project paths.
All BIAC access is reviewed monthly to ensure:
· Accurate group membership
· Removal of inactive users
· Continued alignment with least‑privilege principles

3.6 Diskless Compute: Controlled Access and Compute Only
The BIAC compute environment is diskless in nature and therefore does not hold any data
· NFS Boot with RAM only OS
· NFS access via private VLAN to BIAC Storage cluster
· RAM disks are destroyed at the end of each compute job to ensure no residual data remains in shared compute environment
· SSH access through designated pathways behind DHE firewall
3.7 Network‑Level Access Restrictions
Access to the NetApp A800 storage cluster and BIAC compute cluster is strictly limited to secure, approved network paths:
· Access from within the Medical Center Firewall only.
This requires:
· Valid DHE privileges
· Multi‑factor authentication (MFA)
· Compliance with enforced network access control (NAC) policies
· Access to storage from the compute cluster via a private VLAN.
This private VLAN is isolated from general Medical Center and campus networks, providing a secured, controlled pathway for compute‑to‑storage operations from out compute cluster which is housed within the same racks within FEDC.
No access is permitted from external networks, general campus networks, or unsecured VPNs

4. Audit and Monitoring
4.1 Logging
The NetApp A800 system captures detailed logs for:
· Access attempts
· Authentication failures
· Administrative actions
· Configuration changes
4.2 Review Process
· Permissions and group memberships—including BIAC-sponsored groups—are reviewed regularly.
· Network access and authentication logs are monitored for anomalies.
· Any permissions changes follow approved IT service management workflows.

5. Compliance and Data Handling
The storage cluster and associated controls comply with:
· Duke University and Duke Health data security policies
· PI/PHI handling requirements
· All data generated from BIAC research scanners does not include PHI
· Applicable regulatory frameworks governing medical and research environments
Procedures ensure secure handling throughout the data lifecycle.

6. Summary
The NetApp A800 storage cluster located in Fitzpatrick East Data Center is protected by layered physical, network, identity, and governance controls. Access is restricted to Medical Center–secured network paths requiring DHE privileges, MFA, and NAC compliance, or via an isolated compute‑cluster VLAN. Least‑privilege enforcement, PI partitioning, Active Directory integration, DHE governance, and monthly BIAC reviews collectively ensure robust protection of sensitive research and clinical data.
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